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v Tt v hDFIHAH

from sklearn. datasets import load digits
digits = load digits() # 7—ot v ~DFEAAH

v () F—5ty hOWER

digits. keys()

5+ dict keys(['data’, 'target’, 'frame’, ’feature names’, ’target names’, ’images’, ’'DESCR’])

print(digits.DESCR) # 7—4% : 1797, 5= : 64 (8x8)
Sy .. _digits dataset:

Optical recognition of handwritten digits dataset

wxkData Set Characteristics:**

‘Number of Instances: 1797

‘Number of Attributes: 64

‘Attribute Information: 8x8 image of integer pixels in the range 0..16.
‘Missing Attribute Values: None

:Creator: E. Alpaydin (alpaydin '@ boun. edu. tr)

:Date: July; 1998

This is a copy of the test set of the UCI ML hand-written digits datasets
https://archive. ics.uci.edu/ml/datasets/Optical+Recognitiontof+HandwrittentDigits

The data set contains images of hand-written digits: 10 classes where
each class refers to a digit.

Preprocessing programs made available by NIST were used to extract
normalized bitmaps of handwritten digits from a preprinted form. From a
total of 43 people, 30 contributed to the training set and different 13
to the test set. 32x32 bitmaps are divided into nonoverlapping blocks of
4x4 and the number of on pixels are counted in each block. This generates
an input matrix of 8x8 where each element is an integer in the range
0..16. This reduces dimensionality and gives invariance to small
distortions.

For info on NIST preprocessing routines, see M. D. Garris, J. L. Blue, G.
T. Candela, D. L. Dimmick, J. Geist, P. J. Grother, S. A. Janet, and C.
L. Wilson, NIST Form-Based Handprint Recognition System, NISTIR 5469,
1994.
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(+ 3-8} {+7%2n)

print(digits. target names)

5% [01234567809]

print(digits. feature names) # 4SBEDZH

5% [pixel 00", "pixel 01", "pixel 0.2", "pixel 0.3, "pixel 04", "pixel 0.5, "pixel 06", "pixel 0.7, "pixel 10", "pixel 1.1", "pixel 1.2", °

»
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print(type(digits.data)) # numpy.ndarray
print(digits.data. shape) # 1% 1797, ERE: 64

5% <class ’numpy.ndarray’ >
(1797, 64)

print(digits.datal:5])

Sy [f0. 0 5 13 9. 1. 0. 0. 0. 0.13 15 10.15 5 0. 0. 3
15. 2. 0. 1. 8 0. 0. 4.12. 0. 0. 8 8 0. 0. 5 8. 0
0. 9. 8 0. 0. 4. 1. 0. 1.12. 7. 0. 0. 2. 14. 5.10. 12
0. 0. 0. 0. 6. 13.10. 0. 0. 0.]
[0. 0. 0.172.13. 5 0. 0. 0. 0. 0.11.1. 9. 0. 0. 0. 0
3.15. 16. 6. 0. 0. 0. 7. 15 16. 16 0. 0. 0. 0. 1.16
6. 3. 0. 0. 0. 0. 1.716.16. 6. 0. 0. 0. 0. 1. 16. 16. 6
0. 0. 0. 0. 0. 11.16. 10. 0. 0.1
[0. 0. 0. 4. 15 12. 0. 0. 0. 0. 3.16.15. 14 0. 0. 0. 0.
8. 13. 8 16. 0. 0. 0. 0. 1. 6. 15 11. 0. 0. 0. 1. 8. 13.
5. 1. 0. 0. 0. 9.76. 16. 5 0. 0. 0. 0. 3. 13. 16. 16. 11.
5.0. 0. 0. 0. 3.11.16 9. 0.1
[0. 0. 7.15 13. 1. 0. 0. 0. 8 13. 6. 15. 4 0. 0. 0. 2.
1.13..13. 0. 0. 0. 0. 0. 2 715 711. 1. 0. 0. 0. 0. 0. 1.
12.12. 1. 0. 0. 0. 0. 0. 1.10. 8 0. 0. 0. 8 4 5 14
9. 0. 0. 0. 7.13.13. 9. 0. 0.]
[o. 0 0 1.1. 0 0. 0 0. 0. 0. 7. 8 0. 0. 0. 0. 0
1.13. 6. 2. 2. 0. 0. 0. 7.715 0. 9. 8 0. 0. 5 16. 10.
0. 16. 6. 0. 0. 4. 15 16. 13. 16. 1. 0. 0. 0. 0. 3. 15. 10.
0. 0. 0. 0. 0. 2. 16. 4. 0. 0.1]
print(type(digits. target)) # numpy.ndarray
print(digits. target. shape) # 7—%%K: 1797, BRE: 1
5% <class "numpy.ndarray’ >
1797,)
print(digits. target[:100])
5y [0123456789012345678901234567890955650
9898417735100227820126337334666491509
52820017632174631391768431]

t BEFEDT— 9B
digits target list = list(digits. target)
for n in range(10):
print(f”{n}: {digits target list.count(n)}”)

1178
1182
Y
1183
1181
1182
1181
1179
2174
1180

[

oo g TR WN SO

print(type(digits. images)) # numpy.ndarray
print(digits. images. shape) # imagel&8x8MD2RITHC!

5% <class "numpy.ndarray’ >
(1797, 8, 8)

print(digits. images[:5])

5% [000. 0. 513 9. 1. 0. 0.]
[0. 0. 13 15 10. 15. 5. 0.]
[0 3 15 2 0. 1. 8 0.]
[0. 4 12 0. 0. 8 8 0.]
[0. 5 8 0. 0. 9 8 0]
[0 4 1. 0. 1.12 7. 0.]
[0. 2 14 5 10. 12 0. 0.]
[0. 0. 6 1310. 0. 0. 0.1
[00. 0. 0. 1213 5 0. 0.]
[0. 0. 0. 1. 16 9. 0. 0.]
[0. 0. 315 16. 6. 0. 0.]
[0. 7.15 16. 16. 2. 0. 0.]
[0. 0. 1. 16 16. 3. 0. 0.]
[0. 0. 1. 16 16. 6. 0. 0.]
[0. 0. 1. 16 16. 6. 0. 0.]
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t RADIBEDT—49 KK
import matplotlib.pyplot as plt

plt. figure(figsize=(20, 5))

for i in range(100):
plt.subplot(5, 20, i + 1) # 5x20D ') RICEE
plt. imshow(digits. images[i], cmap="gray’)
plt.title(digits. target[il)
plt.axisCoff’) # @ZxIEFRT

plt.tight layout) # LA 7™ ~AZE
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v Q)FEEZEIOY b

import matplotlib. pyplot as plt
import numpy as np

fig, ax = plt.subplots()
x = digits.datal:, 12]
y = digits.datal:, 20]

I BRI EER
scatter = ax.scatter(x, y, c=digits.target, cmap="viridis’)

t NBIBDS NIV ZEVER
handles, labels = scatter. legend elements()

t AplEFRr (ROMAMIGEHEICRT)
ax. legend(handles, labels, loc="center left’, bbox_to_anchor=(1, 0.5), title="digits”)
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plt. show()
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t BEEDIRTIOY
fig, ax = plt.subplots(subplot_kw={"projection”: "3d"})
x = digits.datal:, 12]
y = digits.datal:, 20]
z = digits.datal:, 28]

I BRI EERK

scatter = ax.scatter(x, v, z, c=digits. target, cmap="viridis’)
ax.set_xlabel(”12")

ax. set_ylabel(”20”)

ax.set_zlabel("36”)

t AplEFRr (ROAIGEHEICRT)
ax. legend(handles, labels, loc="center left’, bbox_to_anchor=(1.2, 0.5), title="digits”)

plt. show()

0

digits

LB BN BN BN BN BN BN
W W~ 3w e O

BRI Oy L TEISADIFOEEEFDN SR,

EMIDH (PCA) ZAWTRTHIRZITLN. 2RFTXIZ(EIRTTRERIET S

BFEHR(T 64 7T (8x8 EUTIL) DF —F TdHSH. PCA(Principal Component Analysis) ZFH W\ TR ZHIRT 2 & T, TB4FHE
BRIEFULEEF 2 RTFLE3RTTARIETED, CNICKD, BFDISRATEILT—INEDKISICHBLTNDIOMN HEN(CHRT
=3, ERADRPCA)IE. BRTT—HELDERTTRATIEHDFETHS.

PCADL#E:
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T—IDDEERAILT DHMERET: PCAE, T—IPREBIESDNTNBAEZEHRT, COHFEN. T—IDFHEREIRIBIER
DERD. BIERDEBERIBHMZRTIRIC, FIERDEERTZIAMMCT. T—YDODEINERERBHEZRLET. CNHE2ERK
DERDFY . TRNDZELBREITRDD: CDLSIC. DN RALRDHEAZIEFCTRKO TN ZET, BERBIZITERDZRDD
ZEnTED,

v ERI2RTTTERIE

from sklearn. decomposition import PCA

It FESHFT—IDFHHAH
X = digits. data
y = digits. target

#t PCA ZA\WT 2 XRITITRITHIE
pca = PCA(n_components=2)
X_reduced = pca. fit_transform(X)

# 2 RITTHEIRAE

plt. figure(figsize=(8, 6))

plt.scatter(X reduced[:, 0], X reduced[:, 11, c=y, cmap="viridis’)
plt.colorbar()

plt.title(’ Handwritten Digits Data (PCA)’)

plt.xlabelC Principal Component 17)

plt.ylabelC Principal Component 2')

plt. show()

t 551, 2ERD
first principal_component = pca. components_[0]
second_principal_component = pca. components_[1]

it BREFEIMTERDANY MILERT
print("First Principal Component:”, [np.format float scientific(x, precision=3) for x in first_principal_component])
print(”Second Principal Component:”, [np.format_float_scientific(x, precision=3) for x in second_principal_component])

0

Handwritten Digits Data (PCA)

Principal Component 2

T T
—30 —20 -10 0 10 20 30
Principal Component 1

First Principal Component: [’0.e+00", ’-1.731e-02", *-2.234e-01", ’-1.359e¢-01", ’-3.303e-02", ’-9.663e-02", ’-8.329¢-03", ’2.269e-03", ’'-3.205¢e-
Second Principal Component: [’ 0.e+00", ’1.011e-02", ’4.908e-02", ’9.433e-03", ’5.360e-02’, ’1.178e-01", ’6.213e-02", ’7.936e-03", ’1.632e-04", .

v ERI3RITT TR

from mpl toolkits.mplot3d import Axes3D # 3070w MCHEBERSA TS
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#t PCAZ RN TIRTTIZIRITHIR
pca = PCA(n_components=3) # JRITEZE3IZHRE
X_reduced = pca. fit transform(X)

t kT THRIE

fig = plt.figure(figsize=(10, 8))

ax = fig.add subplot(111, projection="3d") # 3070w bZE{ERK

ax. scatter(X_reduced[:, 0], X reduced[:, 11, X reduced[:, 2], c=y, cmap="viridis’) #y = digits. target
ax.set_xlabel(’Principal Component 1)

ax.set_ylabel(C Principal Component 2’)

ax.set_zlabel(’ Principal Component 3’)

plt.title(’ Handwritten Digits Data (PCA - 3D)")

plt. show()

first_principal_component = pca.components_[0]
second_principal_component = pca. components [1]
third principal_component = pca.components_[2]

I BRI CTERDNY MIVERT

print("First Principal Component:”, [np.format float scientific(x, precision=3) for x in first principal component])
print(”Second Principal Component:”, [np.format float scientific(x, precision=3) for x in second principal _component])
print("Third Principal Component:”, [np.format float scientific(x, precision=3) for x in third principal component])

(4]

Handwritten Digits Data (PCA - 3D)

Prine; 0
N,
bay COmp 10
Ohe 20
nt 1

30 -30

First Principal Component: [’0.e+00", ’-1.731e-02", *-2.234e-01", ’-1.359¢-01", ’-3.303e-02", ’-9.663e-02", ’-8.329¢-03", ’2.269e-03", ’-3.205¢e-
Second Principal Component: ['0.e+00", ’1.011e-02", ’4.908e-02", ’9.433e-03", ’5.360e-02’, ’1.178e-01", ’6.213e-02", ’7.936e-03", ’1.632e-04", .
Third Principal Component: [’0.e+00", ’-1.834e-02", ’-1.265e-01", '-1.322e-01", '1.340e-01", ’'2.649¢-01", '1.166e-01", ’1.684e-02", ’-3.94e-04",

Ipip install plotly==5.13.1

5% Collecting plotly==5.13.1
Downloading plotly-5.13.1-py2. py3-none-any.whl.metadata (7.0 kB)

Requirement already satisfied: tenacity>=6.2.0 in /usr/local/lib/python3.10/dist-packages (from plotly==5.13.1) (9.0.0)
Downloading plotly-5.13.1-py2. py3-none-any.whl (15.2 MB)

15.2/15.2 MB 67.0 MB/s eta 0:00:00
Installing collected packages: plotly

Attempting uninstall: plotly
Found existing installation: plotly 5.24.1
Uninstalling plotly-5.24.1:
Successfully uninstalled plotly-5.24.1
Successfully installed plotly-5.13.1

import plotly.express as px

# PCAZ RN TIRITISRITHIR
https://colab.research.google.com/drive/16pjl-59ndaEk40xhyi1hJcQKyYHhP2fl ?hi=ja#scroll To=tpioSEgOrgDY &printMode=true 6/10
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pca = PCA(n_components=3)
X_reduced = pca.fit transform(X)

# plotly. express TIRITEA R & VERR
fig = px.scatter 3d(x=X reduced[:, 0], y=X reduced[:, 11, z=X reduced[:, 2],
color=y,
labels={"x": "Principal Component 1’, ’y’: 'Principal Component 2’, "z’: 'Principal Component 3},
title="Handwritten Digits Data (PCA - 3D - Interactive)’,
) # RO\KRT A XZHEE # Corrected indentation

t 21 XEINE<ERE
fig.update traces(marker=dict(size=2)) # sizeDfEZNT<TD

fig. show()

[

Handwritten Digits Data (PCA - 3D - Interactive)

v (4) #4F 3 Support Vector Machine

t F—9EINIVERE

from sklearn.model selection import train_test split

X = digits.data # RXI ML (EH) [FAXFICTDOHBE
y = digits. target

t 79ty bEIET—YETANT—FI(CHE
X_train, X test, y train, y test = train_test split(X, y, test size=0.2, random_state=9)

from sklearn. svm import SVC
from sklearn.metrics import accuracy_score

it SWMEFTILDA 2 RE 2 Z{ERL & EIiR
model = SVC()
model. fit(X train, y train)

[

FvoSve
SV

v B)TAK

t TRTF—FICXT BT

y_pred = model.predict(X_ test)

1t ¥R DS

accuracy = accuracy_score(y test, y pred)

print(f"FRIFERE: {accuracy:.5f}")

https://colab.research.google.com/drive/16pjl-59ndaEk40xhyi1hJcQKyYHhP2fl ?hi=ja#scroll To=tpioSEgOrgDY &printMode=true 7/10
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n_wrong = (y_pred != y_test).sum()
print(f"Eh& > 7=FRIDE: {n_wrong}”)

Sy FHNERE: 0.98889
EhE D= FRIDE: 4

t BE > = FRIDEIE(E
fig, axes = plt.subplots(1, n wrong, figsize=(15, 2))
k=0
for i in range(len(y_test)):
if ypredli] =y test[i]:
axes[k]. imshow(X test[il. reshape(8, 8), cmap="gray’)
axes[k].set title(f”P: {y pred[il}, C: {y test[iI}")
axes[k]. axis(C of f")
k += 1
plt. show()

E3¢ P:9,C7 P:9,C: 4 P:9,C:5 P:4,C:0

I'rl M H ]

v HEWMFE kR

»dD7T— ’9(;5@?5?’/5”5(1 FBF—HFOHFTHREBIANT —FDINIL (OTRX) £T3D, BB, klF/SGA—F TREEVKEDORIAET

from sklearn.neighbors import KNeighborsClassifier
from sklearn.preprocessing import StandardScaler
scaler = StandardScaler()

t T—HDHERIL

X_train_std = scaler.fit transform(X_train)

X_test std = scaler. transform(X_test)

digits_knn = KNeighborsClassifier(n_neighbors=3)
digits_knn. fit(X_train_std, y train)

digits_knn score = digits_knn.score(X test std, y test)
print(f’digits_knn_score= {digits_knn_score:.5f}")

5% digits_knn_score= 0.97222

v ColabE TFESHF=HEE., FESHFRMID

t 2% https://qiita.com/MKen bu/items/2603700fa8ae65c92a6b

from IPython.display import display, HTML # IPython®HTML(), display()Z=#IF
from google. colab import output

from google. colab. output import eval js # Python/Hh5JavaScriptBEEDIEUH L
import base64 # canvasT—% (basepdTI—FR) Z71—R

import re 1 IEFRFTE

import io

from PIL import Image, ImageFilter

import numpy as np

html = HTML( "’
<canvas id="canvas” height="140" width="140" style="border-style: solid; border-color: black;”></canvas>
<div>

<button type="button” id="predictBtn” style="margin-top:20px">FflI</button>
<button type="button” id="clearBtn” style="margin-top:20px”>% ') 77</button>
</div>
<div id="resultDiv"></div>

<l-- Fabric. jsD&EMAH : Canvas5 1 T3 -—>
https://colab.research.google.com/drive/16pjl-59ndaEk40xhyi1hJcQKyYHhP2fl ?hi=ja#scroll To=tpioSEgOrgDY &printMode=true 8/10
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<script src="https://cdnjs. cloudflare. com/ajax/Libs/fabric.js/4.5.0/fabric.min. js"></script>

<script>
const canvas = new fabric.Canvas("canvas”, {isDrawingMode: true, backgroundColor: ’black’});
canvas. freeDrawingBrush. width = 16;
canvas. freeDrawingBrush. color = "white’;

// https://colab. research. google. com/notebooks/snippets/advanced outputs. ipynb#scrol[To=QS5x4[Ff0fJE
document. getElementById("predictBtn”). addEventListener ("click”, () => {
//The callback name, The arguments, kwargs
google. colab. kernel. invokeFunction(’ PredictImage’, [canvas.toDataURLO)1, {})
s

document. getElementById("clearBtn”).addEventListener("click”, () => {
canvas. clear(Q;
canvas. backgroundColor = "black’;

1

displayResult = (array, n) => {
document. getElementById("resultDiv”). insertAdjacentHTML( afterbegin’, ’<div style="margin-bottom: Tem”>" + array + ’'<br>FAl{&:
5

</script>
)
display(html) # htmlZFRR

# Python
def predictImage(imageCode):

t canvasT—YEUS

decodedImage = base64. b64decode(re. sub(’ data: image/png;base6s,’,

# pil TERAIAH

pil_image = Image.open(io.BytesIO(decodedImage))

t JLAaRT—=)b

pil_image gray = pil_image.convert("L”) # 8bitI'L 1 RT—IL

t A4 X

resized image = pil_image_gray. resize((8, 8))

np_image = np.array(resized_image, dtype=int)

# IERRME

np_image //= 16

#RITIE: 64RTR U I

X = np_image. reshape(64)

prediction = model. predict([x])

n = prediction[0]

array ="

for i in range(64):

array += str(x[il) + <br>" if (i+1) % 8 == 0 else str(x[il) +,

IR

, imageCode))

torint(array)

torint("FAHE", n)

#id="resuletDiv” (DFEEAICIEAN: jsH SPython

eval jsCdisplayResult("{}”,”{}")". format(array, n))

torint (f’ {np_image=}")
forintC FRIER : 7, prediction[0])

output. register callback(’ PredictImage’, predictImage)

5

Il /71177

v &ZE : GeminiMMBrULZO—R

M
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# prompt: sikit-learnMSFESHEDT—F v bEFHA. FESHFFHRLTTIL

import matplotlib. pyplot as plt

from sklearn.datasets import load digits

from sklearn.model selection import train_test split
from sklearn. linear_model import LogisticRegression
from sklearn.metrics import accuracy_score

t =9ty bDFEHAH
digits = load digits()

t T ESINIVEHE
X = digits. data
y = digits. target

¥ 7—9tvhZEIET—5ET AT —FICHE
X_train, X test, y train, y test = train_test split(X, y, test size=0.2, random_state=42)

t OYRTF 1Yy IRIBETIVDA VR D Z{ERR &SGR
model = LogisticRegression(max_iter=10000) # max_iterZiB° g C & TYNER LR\ \EEZ O]
model. fit(X train, y train)

t FRT—2ICT BT
y_pred = model. predict(X_test)

f ¥EEDFFE
accuracy = accuracy_score(y test, y pred)
print(f"FRIFSEE: {accuracy}”)

t FRIEROARIEL (RFID5HE)

fig, axes = plt.subplots(1, 5, figsize=(10, 2))

for i in range(5):
axes[il. imshow(X test[i]. reshape(8, 8), cmap="gray’)
axes[il.set title(f"Predicted: {y pred[il}, Actual: {y test[iI}”)
axes[il.axis(C of ")

plt. show()

S5 FREE: 0.975
Predicted: 6, ActualPredicted: 9, ActualPfedicted: 3, ActualPrgdicted: 7, ActualPrédicted: 2, Actual: 2

[EIEIi A
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